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GRAFANA
ONCALL

GRAFANA ALERTS AND INCIDENTS

(GRAFANA OPS)
GRAFANA GRAFANA

ALERTING INCIDENT

SOPS o

unification project

UNIFYING THE USER EXPERIENCE FOR THREE SEPARATELY BUILT PRODUCTS
THAT ARE PART OF ONE WORKFLOW
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GRAFANA
ONCALL

GRAFANA GRAFANA
ALERTING INCIDENT

problem

THE BACKSTORY AND LEARNINGS THAT LED TO MY SOLUTION IDEAS
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WHY THE SEPARATION?

Created 2016
Not expanded
on since

CLOUD
PROMETHEUS
ALERTING

Created 2020
independently
of Grafana
Alerting

UNIFIED
ALERTING

Completely

rebuilt 2021

due to tech debt
and customers
complaining about
“two Alerting tools”

GRAFANA
ONCALL

Acquired 2021

as a big-tent
incident response
management tool
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Created 2022
making incident
communication
and continuous
learning easier and
more efficient
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BIG TENT VS 100% GRAFANA

do we need all
thoge fences

for the 100%

Grafana
WOorkfrlow”
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whny can't [/

. products are missing some obvious functionalities that connect

IRM practices to long-standing Grafana features. Users routinely
complain about them!

- while engineers can get caught up in the technical limitations of
“why it works this way”, users might not care

- Even Grafanistas outside of the GOps bubble don’t understand

most of these concepts. How would external users understand

them?
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TOIL AND INFORMATION OVERLOAD

why must [/

- users have to set up three products separately. This can for example

mean installing a ChatOps integration 3 times.

. we don’t provide instructions or guidance for setup and the general
workings of the system

. users have to learn 3 separate interfaces and understand where
each functionality lives, even if there are similar or overlapping
concepts that appear across products

- we throw a lot of terms and options at the user without optimizing

for their use cases and needs
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challenges

that | have experienced in my work

PEOPLE PRIORITIES BUSINESS
- Stakeholders in timezones from Singapore to - Big technical differences between the Ops - Biggest customers have not even adopted
California products that made it hard to unify them Alerting, let alone Grafana’s other IRM products
- Everyone is opinionated and biased in favor of . Customer escalations can get in the way of . The key customer that the unified product would
their product solving UX debt address wasn’t clear in the beginning of the
- The rest of Grafana Labs have no clue what we - Engineers are caught up in the technical project
are building or how these tools work. Even workings of our products, while users are
Grafanista engineers on-call struggle to use probably not going to understand them and are

our tools focused on just accomplishing their tasks



MY DESIGN PROCESS

| started here
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-DUild_ We have built three products

¢ When | started, we weren’t measuring.
| had no answers to these questions:
- What are we measuring?
- How can the team access the data?
- How often are we reviewing it?
- How data-driven are our decisions?

Now Marc is on it! %/



| FURTHER EXPLORED
THE PROBLEM

stakeholder interviews
15 stakeholders from 4 of 5
Ops products

stakeholders to identify the target
audience for the GOps products

key customer workshop ®
with Product and management 9\3%

sensemaking

7 Grafanistas from different roles,
many of them not directly involved
in building GOps

8 usability studies, 1:1 sessions with
external users, both OSS and Cloud
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Alerting Research Synthesis

Gains

General not tied to a
particular point In the journey
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KEY FINDINGS

not so many happy points,
many pain points

users want a low entry barrier
“I want to be able to create my first
alert as fast as possible”

main user need:
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journey map

in Miro

outcomes slide deck
in Google Drive
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what users
want
OUT OF THEIR

ALERTING PRODUCT
EXPERIENCE

Configurability
Control
Technical depth

]

what we're
offering

DOES THIS REMIND YOU OF SOMETHING?

Praduct Manager
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Product Manages
lomes slomes

Convenience
Help me get started
Don't make me think



what users
want
OUT OF THEIR

ALERTING PRODUCT
EXPERIENCE

IT’S THE CHASM!

scientist maniloring
lelescopes

Minimum
Feature Set
—ee

DevOps engineer

Configurability
Control
Technical depth

what we're
offering

)

Whole Product
Solution
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Rroduct Manages's

Convenience
Help me get started
Don't make me think



TIME A NEW USER WOULD SPEND TRYING TO
FIGURE OUT GRAFANA ALERTING*

* According to the users in the usability tests
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MAIN THEMES
confidence MOore
- Make sure people trust the system 100% - almost all of the users got lost in details during alert creation and
. People won’t trust something they don’t understand didn’t successfully complete the task within the research session
. Documentation, error feedback, ease of use need to be great to - “there’s a lot going on here”
accomplish this . one user didn’t even find the “New alert rule” button

- “I want to start from useful basic alerts, advanced usage can be

figured out later” - a SRE during user research
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WOrkrlow # intertace

- The way users interact with and investigate alerts does not align with our tooling

- Users only access bits and pieces of Grafana when they consume and manage alerts

- We don’t help users figure out in which order to do things

when consuming alerts,
[ users barely access the GOps Ul
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https://miro.com/app/board/uXjVOVhp4Uw=/?moveToWidget=3458764526642008141&cot=14

multiple personas with varying needs

HAPPINESS OF TEST USERS VS EXPERIENCE WITH GRAFANA ALERTING

=

I Can talk about it

in a conference

Has used the
new Alertinc

No success
Difficult or just
not for me

Pain point:

too hard to

Produc I
Complexity, w‘M’\
»

\

learn
| T————

Super happy
Not thinking about
another solution

Used older
versions

Product Manager

=

*  First time user
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of which data could be the most useful and should be collected.

Mapping out metrics to collect for each page and view, | provided the team with a summary

| PREPARED A STRATEGY TO START COLLECTING MORE USAGE DATA
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STAKEHOLDER INTERVIEWS

insights

the team
1S biased

on average, stakeholders were

only expert in 1 of 3 tools
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fuzzy understanding

of value propositions

every

stakehold

cr

said somet.
elge

NINg

outcomes slide deck

in Google Drive


https://docs.google.com/presentation/d/1dQW2lskNVRd4Nyd5m_POf5BgzbORCMr6NoeHJe0BJ6E/edit#slide=id.gce153c388b_0_272

| FACILITATED A WORKSHOP TURNING
STAKEHOLDER INSIGHTS INTO DESIGN PRINCIPLES
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How we want to measure them

KPI: user
rating for
alert
previews

KPI: time to
finish a
workflow/get
a job done

KPI: high
task
completion
rate

KPL tme on task
running end-to
endiests
Completion /
LuCcess rate of

end-to-end teses

KPI: short
interaction
times
(GOMS)

KPl: alert-to-
nose ratio per
organisation/
user

KPI: Reduce
time on
task
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Discussion and thoughts

Key JTED and
not cockpit of

everything
you can do

GOps design
principles
in Miro
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User jobs, needs, gains related to setup . .

KEY FINDING

there are multiple key
customers:

\ 1. Grafana Cloud +
OpsGenie and/or
3rd party alerts

2. 0SS Alerting +
OnCall

Laamx Can Comerwe Poy use e mtdere ¢ [T

QUICk o "::‘."? reapw il rovd vy el ey

set CYTIRE | Ol e ndior b pedlhaOpn W Ay aid
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kKey customer
WOIrksnop

read more
in Miro
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jess
multiple personas with varvying needs foeiens

NEED FOR OPS TOOLS VS O11Y MATURITY: A THESIS*

| need ALL the
Ops tools and
more

-~ Theideal Ops customer
Ideal customer?

. | for now
1. 100 engineers on -> relatively large company
2. ARR 10-20
Vops teams on call
Our org is small and I'm We have one We have a running on-call We have experts who
managing IT and eng squad that infrastructure and evaluate DevOps
incidents by myself is on-call schedules, have run post- tools and continually
mortems evolve our DevOps
practice
g’:rfgl‘; :':):“"9 -~ = Potential for a lot more adoption
" me if we make Alerting even better

* The reality is probably more of a scatterplot
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Digger org #
more expertis

“WE’RE AT THE VERY BEGINNING OF IMPLEMENTING
SLIS AND SLOS AT WELLS FARGO” *

* Quote from SLO project exploratory research conducted by Mitch Seaman and Nadine V.
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user baselines

NEEDS VARY DEPENDING ON EXPERIENCE

THE OSS USER THE CLOUD USER THE FRESH STARTER
Experience with Grafana tools little to none
DevOps maturity some little to none
Prometheus expertise some none

“I want the best tool for each part
Tooling needs of the job. | mix-and-match and
put in the work to get there”

“I want Grafana to do as much as “I just want a simple alert that | can
possible for me” set up without reading a guidebook™

Expected complexity show me ALL the settings simple at first, willing to learn more simple and quick



WITH ALL THIS KNOWLEDGE,
| DESIGNED SOLUTIONS

brainstorm and ideate
with domain experts about
naming, docs, UX

design and deliver
flows, mock-ups, wireframes,
prototypes

]jess
designs
At

the future
implementation,
iterations and

usability testing
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brainstorm and ideate

| generated ideas with cross-functional stakeholders and then

polished the diamond using UX expertise.

\ BRAINSTORMING AND GETTING UX FEEDBACK PROTOTYPING
WIREFRAMING WITH GILLES

Chat Messages

o Onboarding: Quigk stast

rp-KLUFMLYOge00GAdBbLPzmDLDWDFt00/edit

. UK renaarcher jos
‘L . Persona-based user jobs | masnsysien
weh ey renearcn

Oncall engmeer e s Jess Matz 1442
- The OnCal team call them signals
‘Amy Super 19:27
jobs o e e e Flow 1 D
b den v any yet
- L Teddy Bartha 24:32
o - - m— 1 have to droy another meeting, but
see your work i this - 1 appreci
thoughtful approach (as always). Woul
A~
/ - Teddy Bartha 24:36
/ ortesl, — -
user
newds P 3544
= Jess, but I'm working on a table to handle
Rappen? — i
. HYhDJgDv4i-

-43arBhSKIX7wIdGF1k/edittheading=h k7kvéiubsts
n

Anavan Schalkwyk 3616

Alerts/Alert grou...

Alesting oncall

A ] ¢

— = Unified lists for Jessic... |25 min | want to reduce list complexity in
iy v alerts and GOps by optimizing for user personas
o proes incidents and jobs. | still have nuts to crack.
- Please help me come up with good
: solutions :)
— Problems that | am trying to solve:
- 1. View modes?
e

- How to switch between them?

- How to mitigate potential problems?
- 2. Displaying filtering and grouping

- How to visualize label grouping?

- How to highlight active filters? Should there be grouping by filters other than

labels?

- Should we allow users to group by whatever they want? How to figure this out?
- 3. Distinguishing between similar but different element types

- OnCall alert group vs Alerting alert rule vs alert instance

- Will users care?
- 4. Implications for information architecture

- Could we have one alert list that is not tied to product buckets?

S... Detail view

What kind of feedback am | looking for:
- Ideas and good practices

Discussion - use |4 to show what has been discussed
- [Amy] Unified list - this makes sense to me as a way of simplifying. But I'm getting
tripped up on the difference between folders and groups - is this actually different?
- [Jess & Rob] architecturally this is actually different
- But we all agree that users don’t actually care - they are just trying to get their
. v job done.
Resea rc h an d NS |ghtS - [Luke] Folders - most customers use this as a way to organize resources so we
probably shouldn't move away from them. They are also used for access control.
- Looking at the github-style filtered list
- Tricky to be clear about an alert rule vs. group vs. instance
- [Luke] Like the wireframe approach - this is a good starting point for explorations. If we
have wave tn filter we cotild hide come thinae and make it more of a2 cearch

Research and insights
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USER FEEDBACK

@
VlSlOH of a unified GOpsg

BIG HAIRY AUDACIOUS UX CHANGES | AM PROPOSING







Ops
overview
page / home
dashboard

Alerts and Incidents

~ Alerts —=—__
~ Alerting <——— Notifications —
Big parallel to
incidents
because they
~ Alert Groups | arealways
firing

/ _— Escalation chains

~— OnCall <—_

—— Schedules

“~ Maintenance

Settings —c

\ Incidents

N\

Should Drills
get their
own tab in
Incident?

_— Webhooks

__— Integrations —__

post-mortems?

_— Alertrules

—— Alert groups

——— Silences

_— Notification policies <

. .

|
|
\
|

\

_— Coﬁ.;act points

l
\J

— Mute timings

~— ChatOps

— Alerting settings
If there is post-
mortem content Does
generated, where Incident
would it appear?
could there be a have
separate list for

settings?

—— OnCall Settings ——— Users

Terminlogy - are al
inbound and cxbound
connections integrakions?
Do we need the separation
between intagrations,
wabhooks and ChatOps?
How might we make
namirg consistent Grafana-

wida?

should users and
their settings live
here, or at the
global Grafana
level?

- Custom policies

—— Message templates

Are these
OnCall-specific
or could the
integrations be

Ops-wide?

- Root policy

Heavily reduce amount of L1
navigation items.

Introduce a unified settings

area where options can change

depending on the products you
have installed.

8 Alerts and Incidents

Settings

negrations

]jess

At

designs



8 Alerts and Incidents

Alerting

Alerts

OncCall

Incidents

ncidents

Settings
negrations
lea

=

Your SLOs

Statistics about how well SLOs are
doing

Your Alerts

1234 firing

Statistics about how well SLOs are
doing

Statistics about severity

o
‘D‘

' Last 6 hours e

Go to SLOs

Some info or graph about SLOs

L SC {) AP vy | =1 :v'w e I [|1~‘:_ [l | S cid

Go to alerts

Alerting-related SLO

me-to-acknowledgement?

]jess
designs
At

Overview dashboard that both
shows the most important data
of this ops system and gives
quick entry points and upsell
opportunities for multiple Ops

products.
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We only have 10-15 mins to help
users onboard to our tools.
We're not providing a tailored

experience that is mindful of user

needs.

SOLUTION

forked onboarding




8 Alerts and Incidents

Set up Grafana Alerts and Incidents

i " | v J[
Alerting
|
=] {1
Lificati
OncCall Quick start
lert grol NorKin n
| 1511
- IoN ClI
Start quick setup
ledules
Incidents

W:t;‘f[“.‘;»

Postmortems

Settings

ent in minule:

iNnd INcl

Connect or migrate existing

system

Start custom setup

() Last 6 hours

Show additional guidance

]jess

designs
1t

Users who are opening the
Alerts and Incidents are for the
first time get to start their
setup flow right away, choosing
between two options catered to

key personas.



& Alerts and incidents / Setup: Quick start

Choose your
practices

]jess
" & designs

R & v < () Last 6 hours -~ Q ‘Y v . ]-t

I ¥

. Show additional guidance

1. Choose your practices

A s O S The wizard starts by asking

users what they want to use in

¥ SLIs/SLOs
Grafana. Based on the user

v Runbooks

¥ On-call team shifts and schedules SElECtion we inStall the

¥ Post-mortems matChing prOdUCtS.

| don't know

Next: Pick your tools - Exit wizard Skip =




practices

Pick your tools

Set up
Grafana OnCall

101l i cation

3. Set up Grafana OnCall

Users
4 users found In Grafana users management
jeshka (you) ® Save
Role Admin
E-Ma jessica.matz@grafana.com Do we need a per-user

Phone Add phone number

Notification timings

1 it Notify by Slack mentions
2 i Wait 15 min
3 it Notifyby Phone call ©@

‘ Add notification step

Create your first rotation

Choose a pattern Choose users

Max Mustermann

@oon Person ancaW for 24 wour
Snifes foraking @alh day.

Jasa Zelmanovic
Raphael Batyrbaev

Vaughn Gunnell

B B B B

Matvey Kukuy

D% HIEZoNes 1o \OvT advoniage ° Gilles de Mey

12 nour Bhifrs eadn doy
Rob Whelan

Peter Holmberg

Mat Ryer

Select all Deselect all

Create rotation

Escalation chain v

Grafana OnCall will use an escalatiol

]jess
designs
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Slack integration? How

do OnCall Slack
integrations work?

Basic OnCall settings like user
notification timings and an
initial rotation. We use an

escalation chain




practices

Pick your tools

Set up

Grafana OnCall

Set up
Grafana Incident

Send a test

4. Set up Grafana Incident

Contact point v
Grafana Incident will send notifications to MySlackOrg.slack.com. It w

@& Customize ¢ Change contact point

Google Workspace

G ilalla I1C |‘ 'll_ oS OO "7 LS ‘.‘.‘,." Robc o L ‘_!;H_‘_ NallCe ‘ V Creale
 Meet meeting or Google Drive document fc

1. Click the “Install Google Workspace” button.

2. Once you're redirected to authenticate with Google, enter
your Google credentials associated with the account you wish
to connect to Grafana Incident.

3. Once you're done, return back to Grafana Incident.

Install Google Workspace

GitHub

nect GitHL positories with Grafana In

1. Click the “Install GitHub” button

2. Once you're redirected to authenticate with GitHub, enter your GitHub
credentials associated with the account you wish to connect to Grafana
Incident.

3. Once you're done, return back to Grafana Incident.

Install GitHub

]jess
designs
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The flow is heavily inspired by
Vaughn’s amazing Incident
onboarding flow.

However, the setup for each
product is shortened to a

minimum to save time.
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R © W < (*) Last 6 hours ~ &)

I ¥

& Alerts and incidents / Setup: Quick start

. Show additional guidance

 Choose your 5. Send a test notification
practices
Ma
In the end, we send a test
v/ Pick your tools . . ]
rovisioned alert rule notification. If users don’t like
AlertmanagerKubeJobProblem . re .
the default notification, they
3 Send a test v Notification sent’
get the option to customize it

notification

right from the get-go.

Yes, finish setup No, customize notification | didn't receive a notification

Finish setup > Exit wizard
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: Quick start

+* Wizard nav item

prototype
in Figma



https://www.figma.com/proto/m8hnrhQBTf1jhP5flP91et/Grafana-Ops-unification?page-id=0:1&node-id=269:2857&viewport=-3432,23002,0.5&scaling=scale-down&starting-point-node-id=269:2857

]jess
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‘connect existing” setup:
automation is also key

AUTOMATION IDEAS

- Provision alerts for existing data if possible

. Offer migration options for top 3 existing 3rd party alerting sources?

- Provision 3-4 basic SLOs + alerts? Could existing SLOs be migrated somehow?

. Auto-link OSS runbooks to alert rules (e.g. public Kubernetes and Prometheus runbooks).

- Allow users to paste a link to their runbook if their data source doesn’t have an 0SS runbook
. Import rotation and schedule from competing IRM tools (PagerDuty, Ops Genie)?

. Import escalation chain from existing tool?



Are you new to
alert and incident
management?
[1Turn on extra
guidance

——

How do you

want to set

up Grafana
Ops?

Quick
start

Working alert
and incident
management in
minutes, using
all-Grafana tools

OR

Connect or
migrate
existing

system to
Grafana

Customize
Grafana to your
existing alert
and incident
workflow

Extra guidance
for new users Whatsoncan

scheduling and
management?
What are typical
tools?

User does

Grafana N
"/
does this.
screen
— —

Set up

Test:
Set u
P Lo Alert

Oncall

A Quick start

B Connect existing

Migrate or
integrate?

A
agr 2 %
W <§9&
v %
Install
integration
2. Rotation and schedule
Crea.te a Impnrt
rotation +
3 from
basic PagerDu
schedule & i3
3. Escalation chain
Auto-load a Create an
d'f::"u';:'f“' escalation
interaction chain

Choose Pick
your yo ur
DevOps tools
practices
. o _as
A Quick start B Connect existing
Alerting Provision
alerts if
i Add “Create
Provision Select Migrate possible frstalert” step
slercsfor your data or if provisioning
Prometheus / int te? doesn't work
Grafana Cloud source iegTaie Try to load
datasources. existing alerts
from 3rd
party setup
Turnon m:sn:::o‘ i
SLIs/SLOs SLO builder il 3;::3!:
feature services/data
ul alerts?
g
Auto-load / link
runbooks to
alert rules (e.g.
Auto-load / link N e
0SS runbooks to - T
Runbooks runbook —_—
available?
(2 et
— \ your seicted dota
source. Msse paste
alinktoyour
runbosk
—
Notifications
Autosetup Where should
mimir managed your alert Indude
alerting but notifications a8 seurce
don't talk about bemanaged? ™
itinthe Ul —
| — “—
2 Grafana Alerting Data-source native
ecod e as
e Dbt
e o ources
On-call = © :Jn an on-call m.:l ) \
team shifts Gyl for advanced notification delivery management
‘with OnCall
and without user
schedules Inceraction Grafana OnCall Third-party tool
T — ik Vo o T
oy senp 1o ot
Forefficient sert
e you i g e
planning to canotcators s bttt etiractort
Unchecked use Grafana Y scheduing tool. Grafans without user s avalablafe froe.
2 nmorelll | > (RoSaiimiEtol Inceraction Clod i
than 3 people? addtionsl cost! — —
[Use Grafans OnCall]
——
Contact points Choose S
ncenication pelicy are.
first contact st wdue
< pointfrom s v
Auto-setup Customize
contact P(“‘""‘ actions (cf.
actions (cf. 2
Tneidant Innder.\t
onboarding) onboarding)
Connect
onCall  odta LS Prefves] |omrnel AERE
channels chsnnel settings creation
Post-

mortems —————————>

Enable users to

come back later to

add missing
pieces of the

devOps practices

—

What do Grafana Success

Ops products. story blo;
offer? y g
Comparison table posts / case

/pros and cons? studies?

Demos?

% isneeded,add  ——— 3
Incident simulator

A Quick start B Connect existing
Confirm
contact
point Aiin calect Pick an
provisioned alert
alert rule rule
Chat
contact
point
available?
Show alert
5 % details, Send a test
offer "Test" notification
button
Grah‘nz Incident Grafana will e o
Dbl setup a chat- b atin
(;:,mm W,.sq, Is based contact this
that ok? point for you. At ioT
1
| didn't get Template
a N editor. Pick
ificati and choose
| I oo ik notification — g T
nstal oose defaul
Googl Assaemea notes doc —
008 Google meet template or
Workspace  action+ setup add custom
new calendar that
Connect
GitHub

No mockups or prototype yet
for the second “Connect
existing” setup, but the
concept is done!

Finished!

SiSIe

Jesl
1t

Post setup

actions

Create an
alert rule
(Alerting)

Declare a
drill
(Incident)

—_—

flowchart
in Miro



https://miro.com/app/board/uXjVOVhp4Uw=/?moveToWidget=3458764533955262839&cot=14

jess

designs

PROBLEM AT

[t is hard to understand how eachn
part of the system is connected.
Users struggle to understand
notifications management between
Alerting and OnCall.

SOLUTION

flow—-basged views for
integrations and notifications




| tried to arrange the Ul by the
way alert data flows through
the system. There’s alerts,
notifications which separated
into notification processing and
notification delivery, and

contact points.

]jess
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@ Last 6 hours Q QO - : J e S S
designs

£ Alerts and Incidents Alert and incident integrations . t

Alerts
Grafana Alerts Third party alerts

Alerting 42 alert rule

Go to alert rules

Connect third party alerts

Notifications

Grafana-managed

Customize

Incidents

On-call escalations
ICICRIES and schedules oks ik

No on-call tool connected

) didn't dete ‘ \ julin

s and manage notifications in For integrations, you can either

Settings /. Learn more

| integrations Add ntegration ~ use built-in Grafana tooling or

integrate additional things you

le

Grafana OnCall =D
want to use.

Grafana now offers a built-in tool for on-call escalation
and schedules. Manage your whole incident response
workflow in Grafana!

Learn more

Contact points

Integrations

Prometheus Alertmanager +
Webhook URL configured. Edit

Add integration v




Alert and incident integrations

Alerts
Grafana Alerts

v

Grafana-managed

Notifications

Customize

a

7

B & W < (® Last 6 hours ~ Q

Third party alerts

- Datadog alerts

- nnected via A

Prometheus Alerts
nnected via webhook

Connect third party alerts

On-call escalations
and schedules

1GVa € I( 1 n

/N

Contact points

Integrations

t up API tok 5, webhook

Grafat

=ls Slack v
o.- o

onfigured. Edit

Prometheus Alertmanager v
Webhook URL configured. Edit

Add integration v

aintank.slack.com Webhook UR

PagerDuty

Grafana OnCall €

Grafana now offers a built-in tool for on-call escalation
and schedules. Manage your whole incident response
workflow in Grafanal

Learn more

On-call integrations

t up API tok 5, webhooks gration keys tha

t Grafar tion endpoints

D PagerDuty v
L]
unique_identifier_org-or-team-name?

ntegration key configured. Edit

Add integration v

Integrations

Alerts

Notifications

On-call escalations
and schedules

Contact points

Grafana Alerts

42 alert rule

a

(® Last 6 hours ~ Q

o P
(] it

]jess
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Third party alerts

- Datadog alerts

- nnected via /

Prometheus Alerts
nnected via webhook URL

S
)

Grafana and Mimir- L M
managed

Customize The flow visualization

and options change
depending on the
Grafana O»nvCaII : USEF’S setup and
) e ra integrations.
o to Grafana OnCail
)

Integrations

-!. vSIackk

Prometheus Alertmanager -
Webhook URL configured. Edit

Add integration v

0K URL conf gurec

Edit




£ Alerts and Incidents

Alerting

OncCall

Incidents

Settings

-=—  Notifications

o em—

&a Notification overview

H:
L2

B & W « Last 6 hours S

Get an overview of how alert notifications work: In Grafana Alerting, alertmanagers evaluate alert rules using labels and send

notifications to the right endpoints.

Alerts
42 alert rules

severity=warning severity=commercial org_name=Acme

org_name=ABC org_name=DalMart

Notifications

label_key=value| €- - - -

137 alert rules
vith labels that it Istom pol
severity=error cluster=eu-west cluster=us-east

d13 m cluster=us-west org_name=specialCustomer nd 54

Notification policy A
Alertmanager L MO

label_key=value
lotificat 1ge] 1N 1 groL

Notification policy B

label_key!=value

Preview notification groups

I

No match )

Root policy (default)

Group by

Group wait Group interval

Edit timing options

On-call escalations
and schedules

Contact points
Default contact point

Endpoints

W= Slack

% Email

) Match

19 custom policies

| efault [ psL

Manage custom policies

Repeat interval

( | t eis
No on-call tool connected

V4 7 custom contact points
Endpoints
3% Slack

< Email

| propose to use similar
visualizations on a new
“Notification overview” page.
The complex notification
management area could become

easier to understand with this.

]jess
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“ 1t
| love thig! The visualization is

SO MUuUCh eagier to
unaerstand

than everything we have right now. [t's gonna be
really helpful not just for users but even our own
people to understand our system. 72

EEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEE
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The complexity presupposes a lot of
knowledge and terminology, wnicn
can be overwhelming.

Our Uls can be very dense, and could
distract users from their key tasks.

SOLUTION

simplified intertfaces that

cater to user jobs and needs




]jess

designs
At
pel'sOllds

THE ENGINEER ON-CALL THE ALERT EXPERT THE LEADERSHIP STAKEHOLDER
- Occasional user of Grafana Ops tools, not the - Has set up and created the alerting system or at - Mostly interested in performance and SLOs

most versed least parts of it - Might be an engineering manager who helps with
- Sometimes need to work around the things . Expert user of Alerting scheduling on-call rotations

they don’t know in a tool - Is eager to continually improve the system, but

- Thankful for a good runbook needs the right feedback to know what to change




| Nave new tecn fatigue.
It | can avoid it, I don't

use the OnCall Ul at all,
because its 3 way too hard.

AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAA



(g[;) Grafana OnCall

0 Aert Groups

New % Acknowledged X
185

Status D

Fireg

Adkmowiedged

Ackmowledged

Aduowiedged

Firing

Firieg

Firirg

Firirg

Firirg 2

Firing

7 170191

Title Alerts Source Created Users

Yulia test Grafana Alerting

e Y Y0 '
Machinal aamingPredctEraBudgeil AINIL Imtagration - %
MachinelLeamincPres jdgetH AIML Iriegration °F "‘ 8 &
MachineLeamirgPredctEmorBudgetiy AIML Integration ) He
M fderM aluat okd-Prod
b ( MKlled Lok Prod

Yulia test Grafana Alerting ‘
’ Yyeo 1 PM

M v " 1 Mimir Imegration

Yulia test Grafana Alerting

hagiE ] 1 P
Yulia test Grafana Alarting 3 204
1ia t 4] 5 ) 9 ; ‘ “

Yulla test Grafana Alerting

USERS ARE TRYING TO AVOID THE UlI.
THEY WILL ONLY OPEN GRAFANA OPS TO

set up the system

manage and improve
existing alert rules

investigate alerts and incidents

Scloot Team (&

General

() Alerting

Alert rules

Errors loading rules

& Fa ( e dat fowra PleaseRemove

Seavrch by data ssurce

Secwrch By labal () Shwie Ruls type View ax

= Lat

5799 rules: R .49 pencing,
Grafana

O Alexweav Test Folder

0O alexz

[ Cloud Datasources

> Noemal
>  Firieg M it

> Firieg

L) deotirskis

€ / #234356 sm_agent:error_percentage_1m::namespace_probe_type::dns:actual

Firing | Yulia test Grafana Alerting # @ & ¢ | {9 Grafana Alerting | No users involved

Silence Acknowledge Resolve

#234356 (4 minutes ago, Tue Oct 04 2022 13:00:00
sm_agent:error_percentage_1m:namespace_probe_type::dns:actual GMT+0200)

Status: resolved

Labels:

name: Toronto

team: synthetic-monitoring-dev

type: dns

cluster: pop-lin-toronto

alertname: sm_agent::error_percentage_1m::namespace_probe_type::dns:actual
namespace: synthetic-monitoring-prod-eu-west-0

grafana_folder: Synthetic Monitoring Ops

Annotations:

summary: Observed error rate for agent too high for the last 5 minutes
description: The observed error rate for the agent running in the specified location and namespace has been outside the expected value for
the last 5 minutes.

grafana_state_reason: MissingSeries

v 40 Grouped Alerts (latest 4 minutes ago, Tue Oct 04 2022 13:00:00 GMT+0200)

)

(10 minutes ago, Tue Oct 04 2022
sm_agent:.error_percentage_1m:namespace_probe_type::dns:actual 198390 GMTH0200) O
Status: firing
Labels:
name: CapeTown
team: synthetic-monitoring-dev
type: dns
cluster: pop-aws-capetown
alertname: sm_agent::error_percentage_1m::namespace_probe_type::dns:actual
namespace: synthetic-monitoring
grafana_folder: Synthetic Monitoring Ops
Annotations:

-~k = _ » a2 @ a2 a  _ ®mMe A & a8 8 _ _a®®» 9 s _ _

1 rule:

1 rule:

3 ndes:

pu
£

> nules

jess
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1 rule

© Copylink 5% ViewinSlack ¢ Attach to another incident (& Goto|l

Timeline

Show full timeline Resolution notes only

fa alert group registered

2:53 PM

fa alert group assigned to route "default" with escalation chain *Yulia test chail

2:53 PM

& skipped escalation step "Notify multiple Users" because no users are set

53 PM

Leave a resolution note

wil

how

Ipinthet
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nelp personas do
their jobs better

BUT WHAT ARE THEIR JOBS?




MAPPING OUT JOBS PER PERSONA

HIGH-LEVEL

<
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https://miro.com/app/board/uXjVOVhp4Uw=/?moveToWidget=3458764533352756649&cot=14

MAIN INTERACTION POINT

alert lists and detail pages

USER JOBS ~_7 CURRENT SOLUTION

@ see clearly what's breaking . Uls can be overwhelming: information overload and
not enough highlighting of what’s important
. having multiple different list Uls makes it hard and
slows users down in learning our tools
. within an OnCall alert group, there is no content
clarifying why these alerts are grouped together

. Grafana doesn’t nudge users to add instructions
for fixing problems

. from the OnCall alert details, there are no links
with further actions

get clear instructions how to
fix the problem efficiently

]jess
designs
At



IDEA: SHARED
TEMPLATE FOR
DETAIL PAGES

used both for Alerting rule view

and OnCall group detail view

Name of Alert group / Alert rule

Scannable list

List of investigation

Give more visual

information: State history <«
of all instances over time as

well as past incidents

Allow for investigating

multiple instances together

if they have the same

dashboard/runbook/alert rule

Adapt shown content blocks

depending on the product

OnCall process/workflow actions

of common . T .
denominators Metadata optlonS.' o el el Acknowledge S||ence Resolve
ool rules, 2 linked runbooks,
criteria 2 linked dashboards,
past d\
State history
of all instances
(Time series of
when signals
fired). Ul ideas
include
highlights
of past
incidents
Instance list :
What is the avg Onca" / InC|dent
number of .
Show patterns of how r:nstinDces/signzls” Resolution notes
Search + these instances/signals are o mer e
F| |te ri N g unique, are there groups, n:zls;:,:;:;?g

help cluster the list

by same

investigation ST
Jinks DyIquSEy
(dashboard, similarities

runbook)

3 alerts in this group connected to dashboard
"KubernetesProvisionedMetrics" and alert rule "KubeException"

T —

OncCall

Investigate v ‘ Go to alert rule
only

Instance/Signal

information for each
instance/signal card
or table list item

Instance/Signal

Alerting: Graph

Alerting
only?

]jess
designs
At

wireframe
in Miro
Are there
s
between
Instances?
l
Investigation links
Goto T
alert dashboard
rule
Go to Go to

Explore Runbook



https://miro.com/app/board/uXjVOVhp4Uw=/?moveToWidget=3458764534053303994&cot=14

jess

designs
1t

‘I'd really like to explore how we allows
customers to merge incidents, alert
groups and alerts deoendmg on wnat

tools they re using from us.

— DEVIN CHEEVERS, GROUP PRODUCT MANAGER




]jess

IDEA: SHARED TEMPLATE FOR ALERT-RELATED LISTS ~ idea produced and refined d@SlgHS
with Gilles de Mey it

Shown content adapts to both used product and viewer persona through view modes.

Same design and components, different actions and content

on-call alert rule
investigator tweaking
mode mode

[y ) [y )

Focus on state For investigating == 0OnCall alert groups Focus on folder For creating and == Alerting Ul folder view
and timings firing alerts on- and evaluation improving rules
call group
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IDEA: SHARED TEMPLATE FOR ALERT-RELATED LISTS %6818118
OVerview
filters

list content

escalation level Item name + metadata Child count Action area
indicator (Instances/Signals)

@ ® 5

Investigate
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list content

ESCALATION LEVELS AS DISTINGUISHING CRITERIA

Alert rule ‘ ~

\

r

3rd party
signal

\5 based on a suggestion by
Rob Whelan



Alert
rule

Alert
instances

—

Alert
groups

show labels
anly if they
match a
filter

L —

Incidents

.

The higher the escalation,
the more ines. Rule = level
Q, Instance = lavel 1, Alert
group=2, incidents=

3

Instances

L

Alert rule name label=value

Server Monitoring / My group 3 linked past incidents

gdev-prometheus > gcloud-ops-ngalertmanager

much-longer-label=1243-value-234test

|
!

|

<

Instance of "Alert rule name"

label=value much-longer-label=1243-value-234test

Server Monitoring / My group for 4 minutes
gdev-prometheus > gcloud-ops-ngalertmanager

Instance of "Alert rule name"

label=value much-longer-label=1243-value-234test
Server Monitoring / My group for 4 minutes
gdev-prometheus > gcloud-ops-ngalertmanager

Instance of "Alert rule name"

label=value much-longer-label=1243-value-234test
Server Monitoring / My group last firing on 01.01.2022
gdev-prometheus > gcloud-ops-ngalertmanager

1 linked live incident, 3 past incidents

+ action area
___J missingin these
draft wireframes

1han ore
B seidaantes
rd e, dant thow
a fnizpcdown b
Wk to detald page

—

el

#123456
Alert group name

17 labels included for 4 minutes

gdev-prometheus > gcloud-ops-ngalertmanager

1 linked live incident, 3 past incidents
acknowledged by OnCall-user123

'f T
‘ 5 ‘ Silence ‘ Resolve ‘ Investigate v I .@ ‘\_f

The overlaying lines indicate the escalation level

The more preceding stages, the more serious and the higher the level

= 1 w

Incident list content
was not taken into
account yet

\_/

so far only explored Alerting + OnCall, next step could be
connecting this with the Incident list

]jess
designs
At

more details
in Miro

Escalate to
incident button
for alert groups


https://miro.com/app/board/uXjVOVhp4Uw=/?moveToWidget=3458764535066441574&cot=14
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OVEerview

. Use the data cards with filtering capabilities from OnCall
. Allows for a nice way to surface errors together with other summary content

Errors

182047 A 1

OncCall
only

——

Q

ADAPTED OVERVIEW FOR ALERT RULES LIST

6

Firing alert rules
2071

Pending alert rules
36

Normal
3431

Errors
A\ 16 alertrule errors
11 data source




filters

WHICH OPTIONS TO SHOW FOR WHICH PRODUCT?

"As an on-call
engineer |
mostly only
care about
instances”

Search and filter

B B By data B
y y S timelzzam /
label state integration p content
o ! — T — Started —_ et o —_
o?c:l Firing  Pending ﬁaﬁng Resoved  wssse mn’:mk e
do this? |

Error Normal

N

Most needed filters per persona, rest hidden behind "Show all" link

Alerting expert On-call engineer On-call engineer
By . -
By forey! state — Alerting expert
label nlegr ation ‘m—’_..
Crroe el ]w’ label
: team oo o
ontent — 5

Alerting only

]jess
designs
At

with Gilles de Mey

OnCall only
By < With
resolution
user note
Invited ACK  Silenced  Resoived
raw exploration
in Miro

\5 put together in collaboration


https://miro.com/app/board/uXjVOVhp4Uw=/?moveToWidget=3458764535066441573&cot=14
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. show one row of most relevant filters for every mode, with an option to show all
. list all active filters below the actual filter pickers

Search in All alertmanagers Grafana gcloud-ops-ngalertmanager Sort by Most recently firing first v

more details

Y Label State Folder Data source in Miro
Select existing or type synfax ... = ‘ Firing | ‘ Pending ‘ Normal ‘ Error ‘ Select existing or type syntax ... Select existing or type syntax ... = Show all filters w
Searchin Grafana gcloud-ops-ngalertmanager
Y Label State Folder Data source
key="* - ’ Normal ‘ ‘ Error Select ... - Select ... -
Evaluation group Rule type Timestamp Missing content
Select ... - Select ... v ‘ Not edited since _ ‘ No runbeok No dashboard
Label  key=* State Firing, pending X Timestamp Started firing: 1 hour ago x Clear all fiters
key=derp
#123456
‘ CPU usage key=value much-longer-label=1243-value-234test
m Investigate v Delete
Server Monitoring / My group for 4 minutes
gdev-prometheus > gcloud-ops-ngalertmanager OnCall-user123
key=value much-longer-label=1243-value-234test
#123456
‘ CPU usage key=value much-longer-label=1243-value-234test
& 5 m Investigate v Delete
£ = 200 BAmmebmwesnse J Abas sworons asn Eme A sumices sbmms



https://miro.com/app/board/uXjVOVhp4Uw=/?moveToWidget=3458764535066441574&cot=14
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filters .

SOME UNRESOLVED QUESTIONS

based on output from a
\—/ UX feedback session

\ needs further

explorations
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RELATED TO PERSONAS AND JOBS
. auto-link OSS runbooks if available (depends on data source)
. nudge users to add runbook links during alert creation
. introduce consistent actions for both lists and detail pages
more ideas

in Miro


https://miro.com/app/board/uXjVOVhp4Uw=/?moveToWidget=3458764533352756649&cot=14
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PROBLEM AT

Users expect the Opg products to already be
interconnected. When they don't see the options
they expect, they ask "Why can't I,

SOLUTION

splderweb connections
petween products
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qurface connections

The list Uls as key interaction point in Grafana Ops have a lot of potential to bring

awareness to how alert rules, instances, groups and incidents are based on each

other.
INCIDENTS IN ALERT LIST v
—
Alert T #123456
groups 66 Alert group name 1 1
17 labels included for 4 minutes 1 linked live incident, 3 past incidents 65 [ Sience [ Resolve investigate v
- gdev-prometheus > gcloud-ops-ngalertmanager acknowledged by OnCall-user123 0 1
anly if they
match a \ /g
fiter x
show linked live and past Escalate to Incident
incidents action

SHOW INCIDENT HISTORY WITH STATE HISTORY
past incidents @

—~

Visual highlighting of areas
linked to incidents
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to do: audit for connecting actions

We have heard many requests for our products to allow for connecting actions.

Some ideas are listed below, but there is probably more. This is a to-do for my

successor to explore and identify all the things we could do.

&

CREATE INCIDENT FROM DASH / WITHOUT ALERT GROUP
ADD OPTION TO CREATE INCIDENTS IN MESSAGE TEMPLATES
KEEP CONTEXT AND INFORMATION FROM PREVIOUS SOURCES WHEN ESCALATING TO INCIDENT

SLO, ALERT AND RUNBOOK ADJUSTMENTS AS PART OF POST-MORTEMS

?22?
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My work from GOps design
the previous principles
slides in Miro
NEXT STEPS

design principles check

We have some solution ideas now, but | didn’t have time to reevaluate them using

our GOps design principles. This still needs to happen!


https://miro.com/app/board/uXjVOjsdBqY=/
https://miro.com/app/board/uXjVOjsdBqY=/
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THE FUTURE

usability tests

Product-market fit validation is key.
Building solutions that don’t solve customer problems is a waste of resources.

Test early and often and save on development costs that don’t bring value.

\ PROPOSED STEPS

4-6 usability tests with real customers
per proposed solution, prioritizing adoption
workflows

- iterate




provide a
Knowledge base

“Jegs actually understands “The workflow map will be
these concepts, just like an really useful even for
engineer!” engineers.”

- GILLES DE MEY, TECH LEAD ALERTING FRONTEND - ROB WHELAN, ENGINEERING MANAGER




provide a big
design vision

“This looks awesome!” “This is exactly what our teams
need to build a product that
truly meets our users needs.

Absolutely brilliant!”

- MARY SITZENSTATTER, UX MANAGER

- MARC CHIPOURAS, DIRECTOR OF
ENGINEERING GOPS
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Jessica Matz
hello@jessdesigns.it

Read more about me and find my
portfolio at

www.jessdesigns.it



